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a b s t r a c t 

It is estimated that more than a half of the total atmospheric oxygen is produced in the oceans due to 

the photosynthetic activity of phytoplankton. Any significant decrease in the net oxygen production by 

phytoplankton is therefore likely to result in the depletion of atmospheric oxygen and in a global mass 

mortality of animals and humans. In its turn, the rate of oxygen production is known to depend on water 

temperature and hence can be affected by the global warming. We address this problem theoretically 

by considering a model of a coupled plankton-oxygen dynamics where the rate of oxygen production 

slowly changes with time to account for the ocean warming. We show that, when the temperature rises 

sufficiently high, a regime shift happens: the sustainable oxygen production becomes impossible and the 

system’s dynamics leads to fast oxygen depletion and plankton extinction. We also consider a scenario 

when, after a certain period of increase, the temperature is set on a new higher yet apparently safe 

value, i.e. before the oxygen depletion disaster happens. We show that in this case the system dynamics 

may exhibit a long-term quasi-sustainable dynamics that can still result in an ecological disaster (oxygen 

depletion and mass extinctions) but only after a considerable period of time. Finally, we discuss the early 

warning signals of the approaching regime shift resulting in the disaster. 

© 2017 Elsevier Ltd. All rights reserved. 
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. Introduction 

Global climate change is arguably one of the greatest challenges

hat the mankind is currently facing ( Intergovernmental Panel on

limate Change, 2014 ). Although its reasons and driving forces

i.e. natural or anthropogenic) remain to be a focus of discus-

ion and some controversy, the basic fact that the average tem-

erature is rising is clearly seen in many observations and can

ardly cast any doubt ( Hansen et al., 2010; 2006 ). The effect of the

lobal warming by now remains relatively minor; hence, questions

re sometimes asked whether our generation really should bother

uch about it as the consequences, if any, apparently lie in a re-

ote future. However, a pessimistic scenario of the global warm-

ng dynamics predicts the increase in the average Earth’s surface

emperature by about 4 °C by the end of this century, and this is

he threshold where melting of Antarctic ice is expected to start

esulting in a flooding on a global scale. It means that the gloomy

uture is not so remote after all: recently born children have a high
∗ Corresponding author: 

E-mail address: sp237@le.ac.uk (S. Petrovskii). 
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hance to experience the full force of awakened Earth during their

ifetime. 

Global flooding is likely to bring a huge damage to economies

nd societies all over the world as it will undoubtedly result in

overty, hunger, outbreaks of dangerous diseases etc. However, the

verall consequences of the global warming can be far worse than

hat. Recently, a new ecological disaster resulting from the global

arming was reported ( Sekerci and Petrovskii, 2015a ) that ulti-

ately can kill most of life on Earth. It was shown using a math-

matical model of the coupled plankton-oxygen dynamics that, as

 response to an increase in average water temperature by sev-

ral degrees, phytoplankton would stop producing oxygen. As more

han one half of the total stock of atmospheric oxygen is produced

y the ocean phytoplankton ( Harris, 1986; Moss, 2009 ) (in the pro-

ess called photosynthesis), such a stop would soon result in the

xygen level dropping down considerably, which could make the

ir unbreathable for humans and most of animals. 

Admittedly, the apocalyptic prediction of the global oxygen

epletion remains hypothetical as it was made in a theoreti-

al study based on a rather simple, albeit general, mathematical

http://dx.doi.org/10.1016/j.jtbi.2017.04.018
http://www.ScienceDirect.com
http://www.elsevier.com/locate/jtbi
http://crossmark.crossref.org/dialog/?doi=10.1016/j.jtbi.2017.04.018&domain=pdf
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model. 1 More research is required before this could be accepted as

a well established scientific fact. A thorough research into this is-

sue should include laboratory studies, microcosm experiments and

field studies as well as further development of theory and mod-

els. However, a comprehensive empirical study requires consider-

able resources and careful planning, which may take many years to

arrange. On the other hand, the seriousness of the problem, which

is literally a “life or death” issue, does not make it sensible to sim-

ply wait until relevant field and/or laboratory data become avail-

able. Refining and extending the approach based on mathematical

modelling is therefore the only way to proceed that is efficient and

readily doable. Correspondingly, in this paper we are going to re-

visit the model of plankton-oxygen dynamics introduced in Sekerci

and Petrovskii (2015a ) with the purpose to further establish its bi-

ological relevance (in particular, by revealing its relation to a class

of more realistic models of marine ecosystem) and to check the ro-

bustness of the model predictions for different scenarios of global

warming. With regard to the latter, we are particularly concerned

with the following questions: 

• whether it may be possible to avert the catastrophe; in partic-

ular, perceiving the disaster approaching, whether it may still

be possible and not too late to turn the tide and to avoid the

global oxygen depletion 

• what are the early warning signals, if any, of the approaching

tipping point. 

The paper is organized as follows. In Section 2 , we discuss how

a realistic multi-species mathematical model of a marine ecosys-

tem can be reduced to a simpler, generic model that only accounts

explicitly for plankton and oxygen. We then focus on the well-

mixed case when the model does not contain space and hence

consists of ordinary differential equations. In Section 3 , we present

the results of the steady states analysis and provide an overview

of the bifurcation structure of the system. Scenarios of the global

climate change are briefly discussed in Section 4 . The correspond-

ing response of the well-mixed system to an increase in the water

temperature is then studied by means of numerical simulations in

Section 4 where we show that the system collapses when the tem-

perature increases too much. In Section 5 , we extend our analy-

sis onto the spatially explicit case and focus on the effect of self-

organized pattern formation and how they evolve as a response

to the water temperature increase. In Section 6 , we will show that

the dynamics of the spatial system may exhibit a long-term “quasi-

sustainable” dynamics that can still result in an ecological disaster

(oxygen depletion and mass extinctions) but only after a consid-

erable period of time. Early warning signals that are observed in

the system’s dynamics when it approaches the tipping point are

discussed too. Finally, we discuss and summarize our results in

Section 7 . 

2. Model equations 

Mathematical models of plankton dynamics are numerous

( Allegretto et al., 2005; Behrenfeld and Falkowski, 1997; Chapelle,

20 0 0; Denaro, 2013; Fasham, 1978; Fasham et al., 1990; Franke

et al., 1999; Huisman and Weissing, 1995; Hull et al., 20 0 0; Kre-

mer and Nixon, 1978; Malchow et al., 2003; Medvinsky et al.,

2002; Petrovskii and Malchow, 2004; Steel and Lowe-McConnell,

1980; Valenti, 2015; 2016 ). They differ by the amount of de-

tails explicitly taken into account such as the number of species

or taxonomic groups, parametrization of coupling between the
1 Moreover, the pessimistic scenario of the global warming by 4 °C mentioned 

above is by itself the worst case scenario and thus is not very probable. A majority 

of predictions give a much softer estimate of the expected temperature increase of 

about 2 °C. 

t

g

omponents (i.e. feedbacks and functional responses), seasonality

nd/or weather conditions, explicit or implicit space (in particular,

o account for the heterogeneity of the marine environment and/or

eterogeneity of the species distribution) etc. The amount of de-

ails included into the model also depends on the purpose of the

tudy (as well as, sometimes, on the taste and experience of the

uthors) and the models available from the literature range from

ery simple “conceptual” ones to very complicated “realistic” ones.

In a generic dynamical systems’ perspective, many marine

cosystem models can be presented as a system of differential

quations: 

du i (t) 

dt 
= f i (u 1 , . . . , u n , t) , i = 1 , . . . , n, (1)

here n is the total number of components explicitly included into

he model, i.e. species or groups (plankton, bacteria etc.) and sub-

tances (e.g. nutrients), u i is the concentration or density of the

 th component at time t , and function f i is the species growth rate

hat takes into account intra- and interspecific interactions such

s competition, grazing etc. Note that model (1) does not contain

pace as it corresponds to a “well-mixed” system where all com-

onents are distributed uniformly over the space (e.g. over the top

ayer of the ocean). In case the assumption of spatial homogene-

ty is irrelevant, the model should be extended to include explicit

pace and the corresponding fluxes (e.g. due to turbulent trans-

ort); we will consider this case in more detail in Section 5 . 

As an instructive example and the starting point for our analy-

is, we consider the well-known model of plankton dynamics de-

eloped by Fasham et al. (1990) ; see Fig. 1 . Apparently, in this

ase n = 7 , so that system (1) consists of seven equations. This is a

odel of intermediate complexity that is relatively easy to imple-

ent on a computer. In this paper, however, our goal is to make

n insight into some generic properties of the plankton dynamics,

nd for this purpose model (1) with n = 7 is excessively complex

nd contains too many specific details. Indeed, understanding of

he system properties is greatly facilitated by a possibility of an an-

lytical study (such as, for instance, the existence and stability of

teady states) but this is hardly possible in a model consisting of

even nonlinear ODEs. We therefore look for some possible simpli-

cation and generalization of the Fasham model keeping our main

ocus on phyto-zooplankton dynamics. 

We first assume that nitrate and ammonium can be combined

o a single component, i.e. nutrients that are needed for phyto-

lankton growth. We then notice that, in the course of time, de-

ritus decays through a chain of biochemical reactions to the dis-

olved organic matter (DOM) which consists of organic molecules

f various kinds that includes nitrogen, carbon and other elements

s their building blocks. A part of DOM can be re-used as nutri-

nts by the phytoplankton, sometimes straightforwardly, in other

ases after its utilization by bacteria ( Fasham et al., 1990 ). Bacte-

ia hence play an important role in the remineralization cycle in

he ocean and can, under some conditions, become a bottleneck

hat slows down the phytoplankton growth ( Banse, 1995 ). In accor-

ance with our intention to keep the model as simple as possible,

e assume that the concentration of bacteria in the ocean water is

lways maintained at some stable intermediate level not to impede

he phytoplankton growth 

2 , and nutrients are always available in

 sufficient amount not to limit the phytoplankton growth either.

ote that the latter assumption is also justified by the fact that

he deep ocean is known to be a huge reserve of nutrients that are

ransported to the upper, productive layer by water flows due to

urbulent exchange and upwellings ( Mann and Lazier, 1996 ). 
2 Note that for the purposes of this study cyanobacteria (also known as blue- 

reen algae) are included into phytoplankton, because they play a similar role in 

the oxygen production through photosynthesis. 
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Fig. 1. Flowchart of the nitrogen-based Fasham model of plankton dynamics ( Fasham et al., 1990 ). Arrows show the direction of the matter flow. 
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We now note that one important component missing from the

riginal Fasham model is the dissolved oxygen. Oxygen is produced

y phytoplankton in the upper (photic) layer of the ocean and is

onsumed by all marine species through breathing; see Fig. 2 . Oxy-

en is also needed for many biochemical reactions (including those

nvolved in the remineralization cycle) that constantly go on in the

cean water. The level of dissolved oxygen is regarded as an im-

ortant indicator of the marine ecosystem health ( Breitburg et al.,

997 ). On top of the oxygen that is consumed within the marine

cosystem, eventually a considerable part of the produced oxygen

s transported through the ocean-air interface to contribute to the

tmospheric oxygen. It is estimated that more than one half of at-

ospheric oxygen is produced in the ocean ( Harris, 1986 ). 

The above simplifications effectively reduces the Fasham model

o a simple two-component phyto-zooplankton system which

e now extend by including the dissolved oxygen; see Fig. 2 .

e therefore arrive at the following conceptual three-component

odel of the coupled plankton-oxygen dynamics which we write

n the following form: 

dc 

dt 
= A f (c) u − u r (c, u ) − v r (c, v ) − mc, (2) 

du 

dt 
= g(c, u ) − e (u, v ) − σu, (3) 

dv 
dt 

= κ(c) e (u, v ) − μv , (4) 

here c is the concentration of oxygen, u and v are, respectively,

he densities of phytoplankton and zooplankton at time t . Here

f ( c ) describes the rate of oxygen production per unit phytoplank-

on mass due to photosynthesis. Whilst function f ( c ) describes the

ate of increase in the concentration of the dissolved oxygen be-

ause of its transport from phytoplankton cells to the surrounding

ater, factor A takes into account the effect of the environmen-

al factors (such as the water temperature) on the rate of oxygen
roduction inside the cells. Function g ( c , u ) describes the phyto-

lankton growth rate which is known to be correlated to the rate

f photosynthesis ( Franke et al., 1999 ); we therefore assume it to

epend on the amount of available oxygen. Indeed, as all living be-

ngs, phytoplankton needs oxygen for its metabolism, hence some

ependence of the phytoplankton growth rate on the oxygen con-

entration is feasible, at least under anoxic conditions. Terms u r 
nd v r in Eq. (2) are the rates of oxygen consumption by phyto-

lankton and zooplankton, respectively, because of their respira-

ion. The coefficient m is the rate of oxygen loss due to the natu-

al depletion (e.g. due to biochemical reactions in the water). The

erm e in Eq. (3) describes feeding of zooplankton on phytoplank-

on. The consumed phytoplankton biomass is transformed into the

ooplankton biomass with efficiency κ , see the first term in the

ight-hand side of Eq. (4) . Since the well-being of zooplankton ob-

iously depends on the oxygen concentration (so that, ultimately,

t dies if there is not enough oxygen to breathe), we assume that

= κ(c) . Coefficients σ and μ are the natural mortality rates of

he phyto- and zooplankton, respectively. 

We mention here that, whilst in the above a realistic model has

een reduced to a simpler three-component model ( 2 )–( 4 ) based

n a heuristic argument, it appears possible to establish the role of

he conceptual model ( 2 )–( 4 ) more rigorously. Namely, using the

athematical techniques known as the comparison principle (or

omparison theorem), one can prove that model ( 2 )–( 4 ) gives an

pper bound for a food web type class of more complicated (and

ore realistic) models; see Appendix for details. 

It is not possible to deal with system ( 2 )–( 4 ) until all the feed-

acks are specified. Based on a biologically meaningful argument

s well as some evidence from field observation, see Sekerci and

etrovskii (2015a ; 2015b ) for details, system ( 2 )–( 4 ) takes the fol-

owing more specific form: 

dc 

dt 
= 

Ac 0 u 

c + c 0 
− δuc 

c + c 2 
− νcv 

c + c 3 
− mc, (5) 
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Fig. 2. Reduced Fasham model with the main focus kept on phyto-zooplankton (inside of the red rectangle) and extended to include oxygen. Red arrows show the oxygen 

flow between different components of the marine ecosystem; see details in the text.(For interpretation of the references to colour in this figure legend, the reader is referred 

to the web version of this article.) 

 

 

 

 

 

 

 

 

 

 

 

 

 

t  

) 

 

E

 

 

 

w

3

 

t  

s  

f

 

(
 

 

I  

i  

T  

e  

p

 

A  
du 

dt 
= 

(
Bc 

c + c 1 
− γ u 

)
u − βu v 

u + h 

− σu, (6)

dv 
dt 

= 

ηc 2 

c 2 + c 4 2 
βu v 

u + h 

− μv . (7)

Here c 0 , . . . , c 4 are the half saturation constants of the Monod-type

kinetics of the corresponding processes, δ and ν are parameters

quantifying the rate of oxygen consumption due to, respectively,

phyto- and zooplankton respiration, B is the linear per captita phy-

toplankton growth rate (under non-anoxic conditions, i.e. where

oxygen is not a limiting factor), β quantifies the rate of zooplank-

ton grazing on phytoplankton, h being the half-saturation density,

γ describes a density-dependent decrease in the phytoplankton

growth (e.g. due to intra-specific competition or self-shading), σ
and μ are the mortality rates of phyto- and zooplankton, respec-

tively, and η is the maximum feeding efficiency (0 < η < 1). 

Since a considerable part of our study will use numerical sim-

ulations, it is convenient to introduce dimensionless variables and

parameters. Correspondingly, we consider 

 

′ = tm, c ′ = 

c 

c 0 
, u 

′ = 

γ u 

m 

, v ′ = 

βv 
m 

(8)

and the new (dimensionless) parameters as 

ˆ B = 

B 

m 

, ˆ A = 

A 

c 0 γ
, ˆ δ = 

δm 

c 0 γ
, ˆ ν = 

νm 

βc 0 
, ˆ σ = 

σ

m 

, ˆ μ = 

μ

m 

, 

(9

ˆ h = 

γ h 

m 

, ˆ η = 

ηβ

m 

, and 

ˆ c i = 

c i 
c 0 

where i = 1 , 2 , 3 , 4 . 

(10)
qs. (5–7 ) then take the following form: 

dc 

dt 
= 

Au 

c + 1 

− δuc 

c + c 2 
− νcv 

c + c 3 
− c, (11)

du 

dt 
= 

(
Bc 

c + c 1 
− u 

)
u − u v 

u + h 

− σu, (12)

dv 
dt 

= 

ηc 2 

c 2 + c 4 2 
u v 

u + h 

− μv , (13)

here primes and hats are omitted for notation’s simplicity. 

. Steady states, bifurcations and dynamics 

A convenient first step in revealing the properties of the sys-

em ( 11 )–( 13 ) is to consider the existence and stability of its steady

tates (equilibria). By definition, a steady state is a solution of the

ollowing system of algebraic equations: 

Au 

c + 1 

− δuc 

c + c 2 
− νcv 

c + c 3 
− c = 0 , (14)

Bc 

c + c 1 
− u 

)
u − u v 

u + h 

− σu = 0 , (15)

ηc 2 

c 2 + c 4 2 
u v 

u + h 

− μv = 0 . (16)

t is readily seen that, for any parameter values, there always ex-

sts the trivial steady state E 0 = (0 , 0 , 0) and it is always stable.

he latter can be established straightforwardly by calculating the

igenvalues of the corresponding Jacobian as calculations are sim-

le in this case. 

Under some restrictions on the parameter values – in particular,

 should be sufficiently large, see Sekerci and Petrovskii (2015a ) for
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Fig. 3. Structure of the ( A , B ) parameter plane. The surface shows the maximum 

value of the oxygen concentration that can be reached in the large-time limit. Cor- 

respondingly, sustainable dynamics is only possible inside the tongue-shaped do- 

main, for values of A and B outside of the domain the only attractor is the extinc- 

tion state E 0 . More details are given in the text. 
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3 We recall here that, as the trivial steady state E 0 is always stable, the system 

exhibits bistability so that there always exists a range of initial values that converge 

to extinction. 
etails – there exist two boundary steady states where zooplank-

on is absent, E i = ( ̃ c i , ̃  u i , 0) , i = 1 , 2 , that are solutions of the fol-

owing system: 

A ̃

 u i 

˜ c i + 1 

− δ ˜ u i ̃  c i 
˜ c i + c 2 

− ˜ c i = 0 , (17) 

B ̃

 c i 
˜ c i + c 1 

− ˜ u i 

)
˜ u i − σ ˜ u i = 0 . (18) 

hich is obviously a reduction of system ( 14 )–( 16 ) corresponding

o v = 0 . It is readily seen that other nontrivial reductions of sys-

em ( 14 )–( 16 ) such as c = 0 or u = 0 are not possible; hence there

re no other boundary equilibria other than E 1 and E 2 . 

Regarding the stability of the boundary steady states, one of

hem (say E 1 ) is always unstable whilst the other ( E 2 ) can be stable

r unstable. Unfortunately, analytical calculation of the eigenvalues

s not possible in this case as it would require solving the heavily

onlinear system ( 14 )–( 16 ). (Note that in order to consider stability

f the boundary steady states we need to know all three eigenval-

es, so that considering the eigenvalues of the reduced system ( 17 )

nd ( 18 ) is not sufficient.) Alternatively, the change in stability of

 2 can be revealed in numerical simulations; see below. 

Apart from the trivial and semi-trivial steady states, there can

lso exist a positive (coexistence) equilibrium E 3 = ( ̄c , ū , ̄v ) which

s a nontrivial solution of system ( 14 )–( 16 ). It does not seem possi-

le to obtain analytical conditions of its existence and stability be-

ause of the complexity of system ( 14 )–( 16 ) and the corresponding

acobian. Instead, we address this issue by numerical simulations.

or a specific parameter set and certain initial conditions, the sys-

em ( 11 )–( 13 ) is solved numerically over a sufficiently long time in-

erval. The properties of its large-time dynamics are then analyzed

o check what attractor of the system the solution has converged

o, e.g. E 0 , E 3 or else. 

Note that a regular numerical investigation of system ( 11 )–( 13 )

s a challenging task as the system contains twelve parameters. In-

estigation of its properties in the whole 12-dimensional param-

ter space is hardly possible. Instead, we choose A , B and c 1 as

ontrolling parameters and then reveal, through intense numerical

imulations, the system properties in different domains of the cor-

esponding parameter planes ( A , B ) and ( B , c 1 ) keeping all other

arameters fixed at some hypothetical value. Once the choice of

ontrolling parameters (that will act as well as the bifurcation pa-

ameters) is specified, simulations can be done efficiently using

 numerical continuation technique, e.g. see Allgower and Georg

2003) . 

The structure of the plane ( A , B ) thus revealed in numeri-

al simulations is shown in Fig. 3 (obtained for other parameters

xed as c 1 = 0 . 7 , c 2 = 1 , c 3 = 1 , c 4 = 1 , ν = 0 . 01 , η = 0 . 7 , μ = 0 . 1 ,

 = 0 . 1 , σ = 0 . 1 and δ = 1 ). Outside of the tongue-shaped domain

n the ( A , B ) parameter plane, the trivial E 0 extinction state is the

nly attractor. Sustainable dynamics of the system is only possible

or parameters inside the tongue-shaped domain. 

A closer look reveals that, when the parameters vary inside the

ongue-shaped domain, the system undergoes a series of bifurca-

ions. Examples of the corresponding system dynamics are shown

n Fig. 4 for increasing values of A (fixing B = 2 . 5 ), so that the cor-

esponding point in the parameter plane goes across the tongue-

haped domain. We readily observe that for a sufficiently small

 , i.e. before entering the tongue-shaped domain, in the course

f time the system fast converges to E 0 ; see Fig. 4 a. Obviously, it

eans that the plankton-oxygen system is not sustainable in that

arameter range. Once A increases over a certain critical value, a

addle-node bifurcation occurs where the pair of boundary states

 1 and E 2 is born, E 2 being a stable node. Correspondingly, in

his parameter range the system converges to the zooplankton-free
tate E 2 ; see Fig. 4 b. With a further increase in A , a transcritical bi-

urcation happens where the stable node E 3 branches off E 2 and E 2 
ecomes unstable. In this parameter range, all three components

f the system (i.e. oxygen, phyto- and zooplankton) converge to

ome positive steady state values, see Fig. 4 c; hence the system be-

omes fully sustainable. 3 With a further increase in A , E 3 changes

ts monotone stability to oscillatory stability ( Fig. 4 d): the stable

ode becomes a stable focus. Eventually, for a further increase in

 , the focus loses its stability through a Hopf bifurcation and a sta-

le limit cycle emerges; in this parameter range the system dy-

amics is oscillatory, see Fig. 4 e. Finally, for a further increase in A

that takes its value to the other side of the tongue-shaped domain

n Fig. 3 ) the limit cycle disappears in a homoclinic bifurcation, in

his parameter range the system is not sustainable any more and

he initial conditions eventually converge to the extinction state E 0 ,

ypically after a number of oscillations of increasing amplitude. 

Putting all the above results together, we conclude that the

oundary of the domain in the ( A , B ) parameter plane where the

ystem is capable of sustainable dynamics is made by two bifurca-

ion curves, i.e. the saddle-node bifurcation curve at lower values

f A (the left-hand side of the tongue-shaped domain in Fig. 3 )

nd the homoclinic bifurcation at higher values of A (the right-

and side of the tongue-shaped domain in Fig. 3 ). We cannot find

n analytical description of these curves but they are obtained in

imulations. 

Numerical simulations of the system ( 11 )–( 13 ) using B and c 1 as

he controlling/bifurcation parameters reveals a similar structure in

he ( B , c 1 ) plane; see Fig. 5 . Sustainable dynamics of the system is

nly possible within a tongue-shaped domain, outside of the do-

ain extinction is the only option. For the parameters inside the

omain, the system undergoes a succession of bifurcations similar

o the one described above; we do not show details for sake of

revity. 
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Fig. 4. Change in the system dynamics for B = 2 . 5 and different values of A when the corresponding point in the ( A , B ) parameter plane moves across the tongue-shaped 

domain shown in Fig. 3 : (a) A = 0 . 89 , (b) A = 0 . 899 , (c) A = 1 . 29 , (d) A = 1 . 518 , (e) A = 1 . 558 and (f) A = 1 . 56 . Blue, green and black colors are for oxygen, phyto- and 

zooplankton, respectively. See the main text for more details and other parameter values. (For interpretation of the references to colour in this figure legend, the reader is 

referred to the web version of this article.) 
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4. Scenarios of climate change 

There is considerable scientific evidence collected over the last

two decades showing that the average global temperature has been

increasing during the last century, e.g. see Hansen et al. (2010 ;

2006 ). On top of a clear trend upwards, the global temperature

shows prominent variation between different years or decades,

e.g. see Fig. 6 . Albeit the tendency to increase is apparent, the

dependence of the global temperature on time is complicated,
ecause it arises as an interplay between a variety of determinis-

ic and stochastic factors. A realistic model of the global climate

hange with an ambition to provide a detailed specific forecast

ould need to account for the details of temperature dependence.

ur goal in this paper is, however, much more modest. We do

ot claim to provide a quantitative prediction of the future climate

hange dynamics. Instead, we endeavor to make a qualitative in-

ight into a possible effect of the increase in the ocean tempera-

ure on the rate of oxygen production by marine phytoplankton.
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Fig. 5. Structure of the ( B , c 1 ) parameter plane obtained for A = 2 and other pa- 

rameters as in Fig. 3 . The surface shows the maximum value of the oxygen concen- 

tration reached in the large-time limit. Sustainable dynamics is only possible inside 

the tongue-shaped domain, for values of B and c 1 outside of the domain the only 

attractor is the extinction state E 0 . 

Fig. 6. Global average temperature of the ocean surface against time, adapted from 

Hansen et al. (2010) . Different symbols/colors correspond to data from different 

sources; see Hansen et al. (2010) for details. The thick red line shows a linear ap- 

proximation of the trend. (For interpretation of the references to colour in this fig- 

ure legend, the reader is referred to the web version of this article.) 
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or this purpose, it is important to take into account the general

endency but not necessarily the details. Correspondingly, to de-

cribe the trend one can use a simple function, cf. the thick red

ine in Fig. 6 . 

Having decided about the parametrization of the temperature

ependence on time, how can we account for it in terms of

he model ( 11 )–( 13 )? The water temperature is known to have

arious effects on plankton functioning ( Andersson et al., 1994;
ppley, 1972 ). In particular, there is considerable evidence that it

an affect the rate of oxygen production ( Childress, 1976; Hancke

nd Glud, 2004; Jones, 1977; Li et al., 1984; Robinson, 20 0 0 ). In

his section, we mostly focus on the case where the temperature

ffects the oxygen production rate; how the results may change

f the temperature effect on other processes is taken into account

e.g. phytoplankton growth rate) will be discussed in Section 7 . 

A question remains as to whether the oxygen production rate

ends to decrease or increase when the water temperature in-

reases. There is certain empirical evidence that the rate tends to

o down when the temperature increases; however, it was only ob-

erved for a few particular phytoplankton species and under some

ather special conditions, cf. ( Robinson, 20 0 0 ). Altogether, avail-

ble empirical evidence is inconclusive. Correspondingly, we will

ddress both cases of the oxygen production rate being either an

ncreasing or a decreasing function of the temperature. 

We now recall that in our model ( 11 )–( 13 ) the rate of the oxy-

en production is quantified by parameter A . Therefore, in order to

ake into account the effect of global warming, we now consider A

o be a function of time, A = A (t) . We begin with the case when

he oxygen production rate increases along with the water tem-

erature. Correspondingly, A is an increasing (or, more generally,

on-decreasing) function of time. Following the argument above,

e consider A ( t ) to be a simple function to only account for the

eneral trend but not for details. 

In our previous work ( Sekerci and Petrovskii, 2015a ), we con-

idered A to be a linear function of time. Correspondingly, we

ssumed that the warming would go on indefinitely, i.e. that A

hould be an (linearly) increasing function of time for any t > 0.

t was shown in Sekerci and Petrovskii (2015a ) that for a suffi-

iently high increase in the water temperature a regime shift hap-

ens, i.e. sustainable oxygen production becomes impossible and

he system’s dynamics leads to plankton extinction and oxygen de-

letion ( Sekerci and Petrovskii, 2015a ). However, the case of an in-

rease in A going on for an indefinitely long time is not entirely

ealistic. Firstly, it seems plausible that there may be geophysical

echanisms preventing the temperature from increasing too much

or for too long). Secondly, nowadays there seems to be consider-

ble amount of political will to eventually produce a binding global

reaty to drastically cut CO 2 production and hence to, hopefully,

top global warming. Correspondingly, in this paper we consider

he case when, after a certain period of increase, the temperature

s set on a new value. A simple parametrization of this scenario is

iven by the following function: 

 (t) = 

⎧ ⎨ 

⎩ 

A 0 , 0 ≤ t ≤ t 1 , 

A 0 + ω(t − t 1 ) , t 1 < t < t 2 , 

A 1 , t ≥ t 2 , 

(19) 

ee Fig. 7 . Here t 2 − t 1 = τ is the duration of the climate change,

 0 is the rate of oxygen production ‘before change’, A 1 is the rate

f oxygen production ‘after change’ and ω = (A 1 − A 0 ) /τ is the rate

f the global warming. 

We mention here that, with A being a function of time, the sys-

em (11) –(13) is not autonomous and strictly speaking the results

f the steady state analysis done in Section 3 do not apply. How-

ver, the global warming is a slow process and hence the corre-

ponding rate of increase in A is likely to be very small. In this

ase, one can expect that the properties of the non-autonomous

ystem are well approximated by the dynamics of the correspond-

ng autonomous system observed for different values of A ; see

ection 3 . 

We now perform numerical simulations of the plankton-oxygen

ystem ( 11 )–( 13 ) with A given by (19) in order to reveal pos-

ible system’s response to different scenarios of climate change,

n particular as quantified by different values of parameters A ,
0 
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A 1 and τ . For the initial value A 0 of the oxygen production rate,

we assume that the ecosystem was in a safe state. In terms of

the system ( 11 )–( 13 ), it means that the coexistence state E 3 is ei-

ther stable or unstable but surrounded by a stable limit cycle (see

Fig. 4 c–e), so that the parameters are inside the tongue-shaped do-

main corresponding to the sustainable dynamics of the system; see

Figs. 3 and 5 . For the simulations shown below, we fix other pa-

rameters at some hypothetical values as B = 1 . 8 , γ = 1 , σ = 0 . 1 ,

c 1 = 0 . 7 , c 2 = c 3 = c 4 = 1 , ν = 0 . 01 , β = 0 . 7 , μ = 0 . 1 , h = 0 . 1 . For

the initial conditions, we use c 0 = 0 . 385 , u 0 = 0 . 3 and v 0 = 0 . 1 . 

Fig. 8 shows the oxygen concentration and plankton densities

vs time obtained for A 0 = 2 , A 1 = 2 . 05 , t 1 = 10 0 0 and τ = 10 0 0 .

For this initial value of the oxygen production rate, E 3 is a stable

focus but the parameters are close to the Hopf bifurcation. Corre-

spondingly, over the period 0 < t < t 1 when A = A 0 , oscillations

slowly converge to the steady state values, the amplitude of the

oscillations decreasing with time. The increase in A happening for

t 1 < t < t 2 brings the system beyond the Hopf bifurcation point, so

that, once the oxygen production rate stabilizes at the new value

A = A 1 , the dynamics becomes oscillatory. Since A 1 remains inside
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Fig. 8. (a) Oxygen concentration (blue) and phytoplankton and zooplankton densities (gr

τ = 10 0 0 . Other parameters are given in the text. The thick black line at the top shows A

star shows the initial conditions, the red star shows the system state at the end of the s

the reader is referred to the web version of this article.) 
he parameter range of sustainable dynamics, the oscillations are

ustainable and no extinction happen. 

However, for a somewhat larger value of A 1 , the dynamics be-

omes different; see Fig. 9 . In this case, the gradual increase in A

ventually takes the system out of the parameter range of the sus-

ainable dynamics (cf. the tongue-shaped domain in Fig. 3 ). When

 approaches t 2 , the system does not possess a stable nontrivial

ttractor any more (the stable limit cycle disappears in a nonlo-

al bifurcation), the only attractor being the extinction state. Cor-

espondingly, plankton goes extinct and oxygen is depleting fast.

ystem’s dynamics for a larger value of A 1 follows a similar sce-

ario. Fig. 10 shows the simulation results obtained for A 1 = 2 . 2 .

ince for the fixed value of τ the larger A 1 corresponds to a higher

ate of change ω, in this case the catastrophe occurs earlier, well

efore A ( t ) reaches its final value A 1 . 

We therefore conclude that an increase in A over a certain crit-

cal value, i.e. an increase that takes the system out the ‘safe’ pa-

ameter domain of sustainable dynamics, results in plankton ex-

inction and oxygen depletion. We mention here that this conclu-

ion is confirmed by numerous simulations performed for other

alues of parameters A 1 as well as for different values of B and

 1 ; we do not show them here for sake of brevity. 

Compared to that of A 1 , the role of the initial value A 0 is differ-

nt and relatively minor. Fig. 11 shows the results obtained for the

ame ‘supercritical’ value A 1 = 2 . 2 but a larger A 0 = 2 . 048 . For this

alue of A 0 , prior to the warming the system appears to be beyond

he Hopf bifurcation point and hence exhibits stable oscillations.

nce A starts increasing, it soon takes the system out of the pa-

ameter range of sustainable dynamics, which results in fast plank-

on extinction and oxygen depletion. Therefore, a larger value of

 0 results in the plankton extinction/oxygen depletion catastrophe

appening earlier. The generality of this conclusion can be seen

rom the following argument. Let A cr be the critical value where

he system crosses (in the parameter space) the boundary of the

omain of sustainable dynamics and let t cr be the moment when

t happens. From Eq. (19) , we obtain: 

 cr = t 1 + τ
A cr − A 0 

A 1 − A 0 

, (20)

here A 1 > A cr > A 0 . It is readily seen that t cr is a monotonously

ecreasing function of A 0 ; therefore, for the same duration of
0
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(b)

een and black, respectively) against time obtained for A 0 = 2 , A 1 = 2 . 05 , t 1 = 10 0 0 , 

 ( t ). (b) Corresponding system trajectory in the phase space of the system. The blue 

imulation run. (For interpretation of the references to colour in this figure legend, 
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Fig. 9. (a) Oxygen concentration (blue) and phytoplankton and zooplankton densities (green and black, respectively) against time obtained for A 0 = 2 and A 1 = 2 . 06 . Other 

parameters are the same as in Fig. 8 . The thick black line at the top shows A ( t ). (b) Corresponding system trajectory in the phase space of the system. The blue star shows 

the initial conditions, the red star shows the system state at the end of the simulation run. (For interpretation of the references to colour in this figure legend, the reader is 

referred to the web version of this article.) 
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Fig. 10. (a) Oxygen concentration (blue) and phytoplankton and zooplankton densities (green and black, respectively) against time obtained for A 0 = 2 and A 1 = 2 . 2 . Other 

parameters and the initial conditions are the same as in Fig. 8 . The thick black line at the top shows A ( t ). (b) Corresponding system trajectory in the phase space of the 

system. The blue star shows the initial conditions, the red star shows the system state at the end of the simulation run. (For interpretation of the references to colour in this 

figure legend, the reader is referred to the web version of this article.) 
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hange τ and the final value A 1 , larger values of A 0 correspond

o smaller values of t cr . 

. Spatial system 

The above analysis was done for a nonspatial system when all

he densities are distributed uniformly over space. Although this

pproximation of a “well mixed” system is frequently used in the

iterature ( Fasham et al., 1990; Huisman and Weissing, 1995 ), in re-

lity, the plankton system is rarely mixed sufficiently well. In ma-

ine ecosystems, a strongly heterogeneous, ‘patchy’ distribution of

lankton is widely observed ( Fasham, 1978; Martin, 2003; Steele,

978 ). Thus, although the nonspatial analysis is useful to provide

n early insight into the plankton-oxygen dynamics, an extension

f our approach to include explicit space is needed in order to

ake it more realistic. 
There can be different ways to include space into the model.

ere we use the “turbulent diffusion” approach where the spa-

ial mixing and the corresponding fluxes of matter are essentially

ttributed to turbulence and are described by the standard diffu-

ion terms ( Monin and Yaglom, 1971 ). The spatiotemporal dynam-

cs of a plankton system is then described by a system of diffusion-

eaction equations where ‘reaction’ accounts for the (local) popula-

ion dynamics such as reproduction, mortality, predation etc. Cor-

espondingly, system ( 11 )–( 13 ) takes the following form: 

∂c 

∂t 
= D T 

∂ 2 c 

∂ x 2 
+ 

Au 

c + 1 

− δuc 

c + c 2 
− νcv 

c + c 3 
− c, (21) 

∂u 

∂t 
= D T 

∂ 2 u 

∂ x 2 
+ 

(
Bc 

c + c 1 
− u 

)
u − u v 

u + h 

− σu, (22) 
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Fig. 11. (a) Oxygen concentration (blue) and phytoplankton and zooplankton densities (green and black, respectively) against time obtained for A 0 = 2 . 048 and A 1 = 2 . 2 . 

Other parameters and the initial conditions are the same as in Fig. 8 . The thick black line at the top shows A ( t ). (b) Corresponding system trajectory in the phase space of 

the system. The blue star shows the initial conditions, the red star shows the system state at the end of the simulation run. (For interpretation of the references to colour in 

this figure legend, the reader is referred to the web version of this article.) 
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∂v 
∂t 

= D T 
∂ 2 v 
∂ x 2 

+ 

ηc 2 

c 2 + c 4 2 
u v 

u + h 

− μv , (23)

where D T is the coefficient of lateral turbulent diffusion and x is

the lateral (horizontal) coordinate. The concentration of dissolved

oxygen and plankton densities are now functions of space and

time, so that c = c(x, t) , u = u (x, t) and v = v (x, t) . 

Note that, although a more realistic model should consider the

plankton-oxygen dynamics in a 2D or 3D space, for sake of sim-

plicity here we only consider its 1D reduction. In terms of a real

marine ecosystem, the solution of system ( 21 )–(23) can be inter-

preted as a transect along the ocean surface. Therefore, the system

( 21 )–( 23 ) apparently does not take into account possible hetero-

geneity of the plankton vertical distribution. However, we mention

here that the phytoplankton density at the ocean surface is known

to be a proxy for the column-integrated phytoplankton biomass

( Uitz et al., 2006 ). Moreover, the main controlling factor for the

rate of photosynthesis is the sunlight; the sunlight intensity is

known to decay with depth very fast, decreasing by an order of

magnitude over the ‘photic’ subsurface layer of about twenty me-

ters ( Calbet, 2015 ). Meanwhile, the vertical distribution of phyto-

plankton over the top 20–30 meters of the water column is of-

ten approximately uniform in open-sea ecosystems, e.g. see Calbet

(2015) ; Cullen (1982) ; in particular, the deep chlorophyll maximum

does not normally occur until 50–100 meters. 4 

We mention that the system ( 21 )–( 23 ) does not take into ac-

count the effect of zooplankton self-movement. This is justified by

the observation that the intensity of horizontal (lateral) mixing due

to zooplankton mobility is several order of magnitude less than the

mixing due to marine turbulence and arguably can be neglected

( Pinel-Alloul, 1995 ). 

In order to keep in line with our choice of dimensionless vari-

ables, see the end of Section 2 , we now change x to the dimen-

sionless coordinate x ′ = x 
√ 

m/D T . As a result, in the dimensionless

system D T = 1 ; we emphasize that this is not a particular choice of

the turbulent diffusion coefficient but just a technical consequence

of the change of variables. 
4 The situation can different in shelf ecosystems and lakes, e.g. see Fig. 1 in 

Mellard et al. (2011) . 

s

o

It does not seem possible to perform any instructive analytical

nvestigation of the system ( 21 )–( 23 ), we only mention here that

he steady states of its nonspatial counterpart ( 11 )–( 13 ) correspond

o the spatially uniform steady states of the system ( 21 )–( 23 ).

n order to reveal the properties of the spatiotemporal plankton-

xygen dynamics, in particular, its response to the change in the

xygen production rate due to the global warming, Eqs. (21) –( 23 )

re solved numerically in a finite domain 0 < x < L (where L is

hus the domain length) by finite differences using the zero-flux

onditions at the domain boundaries. The mesh steps are chosen

s �x = 0 . 5 and �t = 0 . 01 . In order to avoid numerical artifacts, it

as checked that a decrease in the mesh step size does not lead

o any significant change in the numerical results. 

Since we are mostly interested in the effect of the climate

hange on the system dynamics, it is reasonable to assume that,

rior to any changes in the oxygen production rate, the system is

n a sustainable state or sustainable dynamical regime, i.e. the co-

xistence state E 3 is either stable or unstable but surrounded by

 stable limit cycle. However, the case of E 3 being stable results

n a somewhat trivial dynamics where the initial condition would

ormally converge to the corresponding uniform spatial distribu-

ion 

5 c(x, t) ≡ c̄ , u (x, t) ≡ ū and v (x, t) ≡ v̄ where c̄ , ū and v̄ are

he steady state values of the nonspatial system; see Section 3 . The

ystem then becomes effectively nonspatial and its response to an

ncrease in A agrees very well with the results shown in Section 4 .

he case of the existence of a stable limit cycle is much more in-

eresting and possibly more realistic as predator-prey-type oscilla-

ions are often observed in nature ( Turchin, 2003 ). For a diffusion-

eaction system with oscillatory local dynamics, it is well known

e.g. see Malchow et al. (2008) ; Medvinsky et al. (2002) ; Petrovskii

nd Malchow (2001) ) that almost any initial condition results in

he onset of spatiotemporal chaos: a spatially irregular dynamical

attern with population densities at any position in space exhibit-

ng complicated irregular oscillations in time. 

In order to perform numerical simulations in the system ( 21 )–

 23 ), we consider the following “nearly uniform” initial species
5 For some initial conditions, there may exist travelling fronts connecting the two 

table steady states E 0 and E 3 ; however, since the biological meaning of such ‘waves 

f oxygen’ remains obscure, we do not discuss them here for sake of brevity. 
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Fig. 12. Distribution of oxygen (blue), phytoplankton (green) and zooplankton (black) over space obtained at t = 10 0 0 0 for A 0 = 2 and (a) A 1 = 2 . 05 and (b) A 1 = 2 . 06 . Other 

parameters are given in the text. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) 
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Fig. 13. Distribution of oxygen (blue), phytoplankton (green) and zooplankton (black) over space obtained at t = 10 0 0 0 for A 0 = 2 . 05 and (a) A 1 = 2 . 2 and (b) A 1 = 2 . 25 . 

Other parameters are the same as in Fig. 12 . (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) 
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istribution: 

(x, 0) = c̄ , u (x, 0) = ū , v (x, 0) = 

(
x − L 

2 

)
ε

L 
+ ̄v , (24) 

here ε is an auxiliary parameter taken to be small, ε � 1. How-

ver, initial conditions (24) result in a long transient dynamics be-

ore the system’s inherent state of spatiotemporal chaos is reached

 Petrovskii and Malchow, 2001 ). The interplay between these long

ransients and the effect of the global warming as given by the de-

endence of A on time, cf. Eq. (19) , may result in a biased predic-

ion about the system properties. Correspondingly, before the ef-

ect of warming is modeled, we run the system up to t = 120 0 0

o make sure that the transients die out. The time is then reset to

ero to correspond to the time in Eq. (19) . In the simulation results

hown below, “time” therefore refers to the reset time, i.e. where

he first period of twelve thousands time units is omitted. 

Figs. 12 and 13 show the results obtained for various values of

 0 and A 1 , other parameters being fixed as B = 1 . 8 , c 1 = 0 . 7 , c 2 =
 , c 3 = 1 , c 4 = 1 , ν = 0 . 01 , η = 0 . 7 , μ = 0 . 1 , h = 0 . 1 , σ = 0 . 1 and

= 1 . In the simulations, we fix the time when the warming starts

s t 1 = 10 0 0 and the moment when it ends as t 2 = 20 0 0 . After the

arming ends and the oxygen production rate stabilizes at a new

alue A (t) = A , the system is run for another period of time T to
1 
ake sure that the possible transients caused by the change in A

ies out. The snapshots of the spatial distribution are shown at t =
0 0 0 0 , i.e. for T = 80 0 0 . 

Fig. 12 a shows the species distribution over space obtained for

 1 = 2 . 05 . In this case, the corresponding nonspatial system pos-

esses a stable limit cycle. Formation of the chaotic spatiotemporal

attern is therefore expected ( Malchow et al., 2008 ). The sustain-

ble dynamics of the spatially explicit system agrees well with that

f the nonspatial system. 

However, for another value of A 1 the situation changes. Fig. 12 b

hows the species distribution over space obtained for A 1 = 2 . 06 .

lthough it looks qualitatively similar to that shown in Fig. 12 a,

here is one important difference: for the same value of A 1 ,

he nonspatial system goes extinct. Indeed, a close inspection of

ig. 3 shows that A 1 = 2 . 06 lies outside of the parameter domain

f the sustainable dynamics. We therefore conclude that the spa-

ial system is more resilient to the changes in A compared to the

orresponding nonspatial system. 

This conclusion is further confirmed by simulations for other,

igger values of A 1 . Fig. 13 shows the snapshots of the spatial den-

ities of plankton and oxygen over space obtained at t = 10 0 0 0 for

 1 = 2 . 2 and A 1 = 2 . 25 , see (a) and (b) respectively. There is no ex-

inction and the patchy dynamics both of oxygen and plankton is
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Fig. 14. Spatially average oxygen concentration vs time obtained for A 0 = 2 . 05 and 

A 1 = 2 . 378 , other parameters the same as in Fig. 12 . 
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apparently sustainable in spite of the fact that in both cases the

value of A 1 is well outside of the parameter range of sustainable

dynamics of the nonspatial system. 

The additional resilience of the spatial system has its limits too.

When A 1 is sufficiently large ( A ≈ 2.3 or larger for other parame-

ter values fixed as above), the system goes extinct. Fig. 14 shows

the spatially average oxygen concentration against time. It is read-

ily seen that the decrease in A first results in irregular oscillations

of considerable magnitude combined with a general decrease in

the oxygen concentration. Once the oxygen production rate stabi-

lizes at the new value A = A 1 at t = 20 0 0 , the oxygen concentra-

tion starts growing with an apparent stabilization at a new value

for the period between t ≈ 2700 and t ≈ 3700. However, this sta-

bilization is superficial rather than real, so that at a later time the

oxygen concentration starts falling again finally resulting in a com-

plete oxygen depletion across the domain. 

Interestingly, prior to the extinction the spatial pattern under-

goes some subtle changes. We will discuss this issue in detail in

the next section. 
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(a)

Fig. 15. Snapshots of the oxygen concentration (blue) and the densities of phyto- and 

(a) A 1 = 2 . 1 and (b) A 1 = 2 . 27789 . Other parameters are given in the text. (For interpreta

web version of this article.) 
. Intermittency, extinction and early warning signals 

In order to look more closely into the properties of the species

patial distribution, in particular into the changes caused by a ‘suf-

ciently large’ (i.e. that is likely to destabilize the system’s dynam-

cs) increase in the oxygen production rate, we perform a series of

umerical simulations for fixed values of t 1 , t 2 and A 0 and differ-

nt values of A 1 . As well as in the previous section, starting from

nitial conditions (24) the system is first run up to t = 120 0 0 with

 (t) = A 0 to ensure that it converges to a sustainable dynamical

egime (e.g. spatiotemporal chaos). Time is then reset to zero and

he system is run for another period of 12,0 0 0 time units, now

ith A ( t ) given by Eq. (19) . Simulations shown below are obtained

or A 0 = 2 . 05 (i.e. prior to the warming the nonspatial system is in

he regime of stable oscillations, cf. Fig. 8 ), t 1 = 100 , t 2 = 270 and

ther parameters having the same values as above. 

Snapshots of the oxygen concentration and plankton densities

ver space obtained at t = 120 0 0 are shown in Fig. 15 for two val-

es of A 1 . It is readily seen that for a relatively small value of A 1 =
 . 1 , see Fig. 15 a, the species spatial distribution after the warming

s not much different from that before the warming (cf. Fig. 12 ) ex-

ept for it becoming slightly more patchy and the amplitude of the

ensity variation over space increasing. (Note that species persis-

ence at this value of the oxygen production rate is an essentially

patial effect as the nonspatial system is extinct for any A > 2.06.)

owever, the species spatial distribution obtained for a larger value

 1 = 2 . 27789 is drastically different; see Fig. 15 b. Instead of the ir-

egular distribution shown in Fig. 15 a, now the species densities

nd oxygen concentration are self-organized into a remarkably reg-

lar, almost periodical pattern. The time courses of the spatially

verage values of the oxygen concentration preceding the distri-

utions of Fig. 15 are shown in Fig. 16 a and b, respectively. We

bserve that the oxygen dynamics corresponding to the nearly pe-

iodical spatial distribution is somewhat less stable compared to

he irregular one. Variability of the average oxygen concentration

iffers significantly over time (cf. periods between 250 0–350 0 and

50 0–650 0); long periods of small fluctuations around an approx-

mately constant value are punctuated with sudden drops to a

uch smaller value, e.g. as at t ≈ 40 0 0. 

One question arising here is how the apparent regularity/

rregularity seen in the spatial distributions shown in Fig. 15 can

e quantified. In order to address this issue, we calculated the cor-

esponding power spectra of the oxygen concentration. The results
0 200 400 600 800 1000
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

Space

P
o

p
u

la
ti

o
n

 d
en

si
ty

, c
,u

,v

(b)

zooplankton (green and black, respectively) over space obtained at t = 120 0 0 for 

tion of the references to colour in this figure legend, the reader is referred to the 
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Fig. 16. Spatially averaged concentration of oxygen vs time simulated for the parameters of Fig. 15 : (a) for A 1 = 2 . 1 , (b) for A 1 = 2 . 27789 . Other parameters are given in the 

text. 
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re shown in Fig. 17 . It is readily seen that, while the power spec-

rum of the distribution of Fig. 15 a does not possess any dominant

avelength, see Fig. 17 a, the power spectrum of the pattern shown

n Fig. 15 b possesses features typical for a periodic pattern such as

 sequence of high peaks corresponding to the leading and sec-

ndary frequencies ( Fig. 17 b). Also note that the maximum of the

eak at the leading frequency in the power spectrum in Fig. 17 b is

bout fifteen orders of magnitude larger than the maximum of the

ower spectrum in Fig. 17 a. The visual impression of periodicity is

herefore confirmed by a quantitative analysis. 

A value of A 1 slightly larger than that used in Fig. 15 b, namely

 1 = 2 . 277895 , results in species extinction and oxygen depletion

not shown here). This is intuitively expected as an increase in A 1 

akes the system further away from the parameter range of sus-

ainable dynamics of the nonspatial system. Interestingly, however,

 further increase in A 1 makes the dynamics of the spatial system

ustainable again. Fig. 18 a shows the spatial distribution of plank-

on and oxygen obtained for A 1 = 2 . 277967 . Obviously, up to the

iven moment t = 120 0 0 there is no extinction. The spatial distri-

ution is not as irregular as it was for smaller values of A 1 but

he periodicity is lost either. A further increase in A 1 leads again

o a nearly periodical spatial distribution of species, see Fig. 18 b

btained for A 1 = 2 . 283 . A still further increase (e.g. to A 1 = 2 . 286 )

eads to plankton extinction again. 

We therefore observe that the system response to the global

arming (as described by the oxygen production rate A ( t ) given

y Eq. (19)) exhibits an intermittent behavior: the values of A 1 

orresponding to sustainable dynamics alternate with values cor-

esponding to extinction. In order to make a more regular insight

nto this issue, we performed a series of simulations varying A 1 

ith a very small step. Altogether, over four thousand simulations

ere run. The results are shown in Fig. 19 where the irregular

chaotic) spatial distributions, periodic patterns and extinctions ob-

erved for different values of A 1 are shown by green, yellow and

ed bars, respectively. It is readily seen that for A ≤ 2.275 the
1 
final’ (i.e. at the end of the simulation run at t = 120 0 0 ) spatial

istribution is always irregular. It then becomes regular in a very

mall range of values of A 1 before the first extinction happens for

 1 = 2 . 275188 . With an increase in A 1 , this “irregular → periodic →
xtinction” succession of the system dynamics is repeated several

imes, cf. the middle part of the diagram. When A 1 becomes suf-

ciently large, the plankton extinction combined with oxygen de-

letion becomes the only possible outcome; for A 1 ≥ 2.28559 (see

he last red bar at the right-hand side), we did not observe any

ingle case of system’s sustainable dynamics. This range of values

f A 1 where species persistence does not occur is preceded by a

elatively wide range of values where the spatial pattern is nearly

eriodical; see the group of yellow bars in the right-hand side of

ig. 19 . Moreover, it is readily seen that any extinction event shown

n the diagram is preceded by the formation of a periodical pat-

ern. It suggests that the change in the spatial pattern from dis-

inctly irregular to nearly periodical can be regarded as an early

arning signal of the approaching catastrophe. 

Interestingly, when the extinction/depletion happens, it of-

en happens following a somewhat unusual scenario. Fig. 20

hows the spatially average oxygen concentration against time.

he spatially average plankton densities (not shown here) ex-

ibit a similar behavior. The irreversible decay in the oxy-

en concentration starts approximately at t = 90 0 0 (being pre-

eded by an increase between 80 0 0–90 0 0). The increase in

 from A 0 to A 1 taking place between t 1 = 100 and t 2 = 270

s followed by an upward trend in the oxygen concentration

learly seen between 500 < t < 10 0 0. Between t ≈ 10 0 0 and

 ≈ 80 0 0 the dynamics of the system is apparently sustain-

ble and one could expect it to remain sustainable indefinitely.

owever, this intuitive expectation is misleading as the dynamics

hanges dramatically at t ≈ 80 0 0. The quasi-sustainable dynami-

al regime observed between 10 0 0 < t < 80 0 0 is therefore a long

erm transient and not an asymptotical dynamics of the system.

e mention here that, in the intermittency range of parameter
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Fig. 17. Power spectra of the spatial distribution of oxygen shown in Fig. 15 a and b, respectively. 

Fig. 18. Snapshots of the oxygen concentration (blue) and the densities of phyto- and zooplankton (green and black, respectively) over space obtained at t = 120 0 0 for 

(a) A 1 = 2 . 277967 and (b) A 1 = 2 . 283 . Other parameters are the same as in Fig. 15 . (For interpretation of the references to colour in this figure legend, the reader is referred 

to the web version of this article.) 
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A 1 (cf. Fig. 19 ), this scenario of extinction/depletion catastrophe

preceded by long-living transient dynamics is typical for the sys-

tem (21) –(23) ; most of the extinction events shown in Fig. 19 oc-

cur in this manner. 

One question remaining is whether the above results are sen-

sitive to the duration of warming τ and to the initial value of the

oxygen production rate A 0 . In order to address this issue, we per-

formed simulations to determine the value of A 1 at which the in-

termittent extinction/persistence structure changes to the continu-

ous spectrum of extinction-only values (cf. the right-hand side of

Fig. 19 ) for different τ and A 0 keeping other parameters fixed as

above. Fig. 21 shows the results obtained for four different values

of A 0 (as shown in the figure legend) and five different values of
 r  
(as shown on the horizontal axis of the figure). We therefore

bserve that, in the inspected range of parameter values, the crit-

cal value of A 1 shows almost no dependence on either τ or A 0 . It

eans that the main factor controlling the system response to the

ncrease in the oxygen production rate A is its final value, i.e. A 1 . 

. Discussion and concluding remarks 

Dynamics of plankton communities have long been a focus of

ntense research ( Behrenfeld and Falkowski, 1997; Cushing, 1975;

ppley, 1972; Harris, 1986; Hoppe et al., 2002; Steele, 1978 ). Apart

rom being the main driver of the ocean primary production, ma-

ine phytoplankton is a major producer of oxygen. The amount of
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Fig. 19. Fine structure of the plankton-oxygen system response to the final value A 1 of the oxygen production rate A ( t ) reached in the course of its increase (as given by 

Eq. (19) ). Different colors denotes different outcomes of the dynamics, as observed at t = 120 0 0 : red for extinction, yellow for persistence with a nearly periodical spatial 

pattern, green for persistence with an irregular (chaotic) spatial pattern. Parameters are given in the text. (For interpretation of the references to colour in this figure legend, 

the reader is referred to the web version of this article.) 
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Fig. 20. Spatially average concentration of oxygen vs time simulated for A 1 = 

2 . 275188 . Other parameters are given in the text. 
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Fig. 21. The critical value of A 1 when extinction becomes the only observed out- 

come of the system dynamics as a function of τ obtained for four different values 

of A 0 (shown in the figure legend). The horizontal dotted line is drawn in order to 

make the visual perception easier. 
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issolved oxygen is an important index of the marine ecosystem

ealth ( Breitburg et al., 1997; Decker et al., 2004; Canadian Coun-

il of Ministers of the Environment, 1999; Krembs, 2012 ) as anoxic

onditions can lead to a mass mortality of the ocean fauna ( Diaz

nd Rosenberg, 2008 ). Moreover, a considerable part of oxygen

roduced in the ocean photic layer eventually diffuse to the atmo-

phere through the ocean surface and contributes to the total stock

f the atmospheric oxygen. It is estimated that more than one half

f atmospheric oxygen originates in the ocean due to phytoplank-

on photosynthesis ( Harris, 1986; Moss, 2009 ). 

In spite of the evident importance of the marine

hytoplankton-oxygen system and, correspondingly, consider- 

ble amount of empirical research addressing this issue, it has

een largely overlooked by the modelling studies. There is just a

andful of papers where the dissolved oxygen is explicitly included

nto a marine ecosystem model ( Allegretto et al., 2005; Dhar and

aghel, 2016; Hull et al., 20 0 0; 20 08; Lunardi and DiCola, 20 0 0;

archettini et al., 1999; Misra, 2010 ) and none of them consider

his issue in the context of the global climate change. In our

ecent work ( Sekerci and Petrovskii, 2015a ), we have developed

 conceptual model of the coupled plankton-oxygen dynam-
cs and showed that sustainable oxygen production by marine

hytoplankton can be severely disrupted by a gradual increase

n the average water temperature due to the global warming.

iven the scale of the contribution of the phytoplankton-produced

xygen to the oxygen global stock, such a regime shift would likely

esult in a global oxygen depletion and, consequently, mass mor-

ality of animals and humans. We mention here that regime shifts

re observed in many complex ecological systems ( Carpenter,

011; Drake and Griffen, 2010; Lenton, 2008; Litt, 2001; May et al.,

0 08; McSharry et al., 20 03; Scheffer, 20 01; Venegas, 20 05 ) and

re often followed by species extinction; examples are given by

oral reefs ( Bellwood et al., 2004 ), fisheries ( Berkes, 2006 ) and

emi-arid vegetation ( Kefi, 2007 ). We showed that this can happen

n the plankton-oxygen system too. 

In this paper, we report a further progress in understanding the

roperties of the plankton-oxygen dynamics under climate change.

he effect of global warming on plankton dynamics and oxy-

en production is addressed theoretically by considering a model

f a coupled oxygen-phyto-zooplankton dynamics where the rate
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Fig. 22. Sketch of different possible scenarios of the plankton-oxygen system re- 

sponse to global warming. The tongue-shaped domain is the parameter range of 

sustainable dynamics, solid curves correspond to the nonspatial system, dotted 

curves take into account the additional resilience of the spatial system. Green and 

red arrows indicate safe and unsafe scenarios, respectively; orange arrow can be ei- 

ther safe or unsafe; more details in the text. (For interpretation of the references to 

colour in this figure legend, the reader is referred to the web version of this article.) 
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of oxygen production by phytoplankton is a function of time to

account for the global climate change (see Section 4 ). The model

is described by a system of three coupled ODEs in the nonspa-

tial case and by three corresponding diffusion-reaction PDEs in the

spatially explicit case. Biological realism of our model is demon-

strated both heuristically and rigourously by showing its relation

to a class of more realistic plankton models; see Section 2 and Ap-

pendix. The system dynamics in response to the global warming

have been studied in detail by means of extensive numerical simu-

lations. We have shown that sustainable dynamics is only possible

in a relatively narrow range of parameter values and a sufficiently

large change in the oxygen production rate results in a fast plank-

ton extinction and oxygen depletion. 

We emphasize that, albeit our model is conceptual and hence

relatively simple, it gives an upper bound for a class of more re-

alistic food web type models of marine ecosystem (see Appendix).

Therefore, if/when the catastrophe of plankton extinction and oxy-

gen depletion occurs in our model, it necessarily happen in a

more complicated model. That indicates a certain generality of our

results. 

With regard to the bullet-points stated in the introduction, we

conclude the following: 

• stopping the global warming (e.g., as it is usually presumed, by

materially cutting CO2 emission) may not be enough to avert

the global ecological disaster as the system can exhibit long

term transient behavior. Apparently sustainable dynamics can

yet lead to a regime shift after a time lag, with the global oxy-

gen depletion following accordingly. It can therefore be insuffi-

cient only to stop the global warming; to prevent the disaster

it may be necessary to reverse it to bring the global tempera-

ture to its pre-change level. We mention here that long term

transient dynamics has been attracting increasing attention re-

cently as it is thought to be a generic mechanism of ecosystems

regime shift, extinctions and biodiversity loss ( Hastings, 2004;

Morozov et al., 2016; Schreiber, 2003; Tilman et al., 1994 ); 
• such a regime shift is not necessarily preceded by any signifi-

cant drop in the amount of available oxygen, e.g. see the mid-

dle part of Fig. 20 . However, we observe that there can be other

early warning signals of the approaching catastrophe such as a

decrease in the temporal variability of the average oxygen con-

centration (e.g. see Fig. 16 ) and an increase in the regularity

of the species spatial distribution. The latter is known to be

an early warning signal of the regime shift in some terrestrial

ecosystems ( Rietkerk et al., 2004; Kefi et al., 2014 ). 

Note that in the above analysis we mostly focused on a spe-

cial case where an increase in the water temperature only affected

the rate of oxygen production but not other features of the plank-

ton dynamics. This is of course only a caricature of reality as wa-

ter temperature is known to be a factor controlling also the phy-

toplankton growth rate ( Eppley, 1972; Hoppe et al., 2002 ). How-

ever, once the parameter range of the sustainable dynamics is es-

tablished, e.g. see Fig. 3 , it is straightforward to extend our results

onto a more realistic case where the water warming affects both

the oxygen production rate A and the phytoplankton growth rate

B . Fig. 22 shows a sketch of the corresponding ( A , B ) parameter

plane of the plankton-oxygen system, solid curve for the nonspa-

tial model ( 11 )–( 13 ), dotted curve for its spatial extention ( 21 )–

( 23 ). As above, we assume that the plankton-oxygen system is cur-

rently in a safe state, so that the corresponding point (shown by a

large black dot) lies inside the tongue-shaped domain of sustain-

able dynamics. Since the maximum rate of phytoplankton cell di-

vision tends to increase with temperature ( Addy and Green, 1997 ),

the phytoplankton growth rate can be expected to increase too (at

least, until the temperature becomes too high). However, in order

to attain generality, we consider four possible combinations of var-
ous responses of A and B to an increase in the water tempera-

ure: both increase (direction North-East), both decrease (direction

outh-West), A increases and B decreases (direction South-East), A

ecreases and B increases (direction North-West). In Fig. 22 , the

orresponding movement of the system through the parameter

lane is shown schematically by the arrows. Catastrophe of oxygen

epletion happens when the system’s path in the parameter plane

rosses the boundary of the domain. It is readily seen that the only

afe case is the one shown by the green arrow where, in response

o an increase in water temperature, the oxygen production rate A

ecreases and the phytoplankton growth rate B increases. In this

ase, the change in parameters A and B is likely to keep the sys-

em inside the safe range. The opposite case (shown by the orange

rrow) where A increases and B decreases is relatively safe if the

nitial position of the system is far away from the tip of the tongue

nd unsafe if it is close to the tip. The other two cases shown by

ed arrows inevitably result (unless the increase in temperature is

nsignificant) in a regime shift and, consequently, oxygen depletion

nd a global ecological disaster. 

We mention here that the regime shift happens differently

epending on what part of the domain boundary (denoted in

ig. 22 as curves 1 and 2) is crossed by the system’s path as

he extinction/deletion is preceded by a different succession of bi-

urcations. When moving North-East (both A and B increase) and

hence crossing Boundary 1, the extinction/depletion is preceded

y the onset of spatiotemporal oscillations of an increasing am-

litude, cf. the change in the dynamics seen in Fig. 4 d → e → f.

ne might call it Catastrophe Type 1. In the case of moving South-

est (both A and B decrease) and thence crossing Boundary 2, the

xtinction/depletion Catastrophe Type 2 occurs which is not pre-

eded by oscillations, cf. Fig. 4 d → c → b → a. 

Our study leaves a number of open questions. Firstly, the wa-

er temperature is known to affect the oxygen solubility. The max-

mum possible concentration of dissolved oxygen decreases with

n increase in water temperature ( Hein et al., 2014; Matear et al.,

0 0 0 ) and it is not immediately clear how this may affect the
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ate of oxygen production. Secondly, in our model none of the

arameters depend on space, which means that the environment

s assumed to be homogeneous. Thus we have disregarded a pos-

ible effect of environmental gradients. Although our preliminary

nsight into this issue (not shown here) did not reveal any signif-

cant difference compared to the dynamics of the homogeneous

ystem, this deserves a closer attention. Thirdly, our model does

ot give any account of possible adaptation of plankton species to

he changing environmental conditions, i.e. to the gradual increase

n the average water temperature. In principle, there may exist an

volutionary strategy that could keep the system within the safe

arameter range and hence prevent the catastrophic regime shift.

hese issues will become a focus of future research. 

ppendix A. Comparison theorem for plankton models 

Consider a class of the so called NPZ models of plankton dy-

amics that can be written in a general form as the following sys-

em ( Franks, 2002 ): 

dN 

dt 
= − φ(I) ψ(N) P + (1 − κ0 ) e (P, Z) + i (P ) P + j 0 (Z) Z, (25) 

dP 

dt 
= φ(I) ψ(N) P − e (P, Z) − i (P ) P, (26) 

dZ 

dt 
= κ0 e (P, Z) − j 0 (Z) Z, (27) 

here N , P and Z are, respectively, the densities of nutrients, phy-

oplankton and zooplankton at time t . Model ( 25 )–( 27 ) takes into

ccount the dependence of phytoplankton growth on the intensity

f sunlight I and the availability of nutrients, which is described

y functions φ( I ) and ψ( N ) respectively. Functions i ( P ) and j 0 ( Z )

ake into account the possible density dependence of the mortality

ate of phyto- and zooplankton, respectively, e.g. due to the intra-

roup or intra-specific competition; i (P ) = Const and j 0 (Z) = Const

f mortality is density independent. Function e ( P , Z ) describes zoo-

lankton grazing on phytoplankton and κ0 is the food utilization

fficiency. The presence of the terms i ( P ) P and j 0 ( Z ) Z in Eq. (25) ac-

ounts for detritus recycling; for more details see Franks (2002) . 

NPZ models have been extensively used in marine ecology ei-

her by themselves or as building blocks of more complicated

odels. Indeed, one can make the model ( 25 )–( 27 ) more realis-

ic by including higher trophic levels, e.g. to account planktivorous

sh, predatory fish, sharks etc. NPZ model then turns into a food

hain or food web model. Since out focus is on the dynamics of

xygen and the rate of its production/consumption, we also in-

lude the dissolved oxygen c and take into account that availability

f oxygen is likely to be a controlling factor for several processes

nvolved. In particular, there is biological evidence that dissolved

xygen can be a factor controlling phytoplankton growth ( Franke

t al., 1999 ), especially under anoxic conditions. Model ( 25 )–( 27 )

hen takes the following form: 

dc 

dt 
= A (I) f (c) P − u r (c, P ) − v r (c, Z) −

n ∑ 

k =1 

f r,k (c, F k ) − mc, (28) 

dN 

dt 
= −φ(I) ψ(c, N) P + (1 − κ0 ) e (P, Z) + i (P ) P + j 0 (Z) Z 

+ 

n ∑ 

k =1 

j k (F k ) F k , (29) 

dP 

dt 
= (φ(I) ψ(c, N) − i (P )) P − e (P, Z) −

n ∑ 

k =1 

d k (P ) F k , (30) 
dZ 

dt 
= κ0 e (P, Z) − j 0 (Z) Z −

n ∑ 

k =1 

r k (Z) F k , (31) 

dF 1 
dt 

= κ1 ,P (c) d 1 (P ) F 1 + κ1 ,Z r 1 (Z) F 1 − j 1 (F 1 ) F 1 −
n ∑ 

k =2 

q k (F 1 ) F k , (32) 

. . . 

dF n 

dt 
= 

[ 

n −1 ∑ 

k =1 

κn,k (c) q k (F k ) 

] 

F n − j n (F n ) F n , 
(33) 

f. ( Franks, 2009; Prowe et al., 2012 ). Here F k is the population

ensity of animals (e.g. fish species) at the k th trophic level at time

 , k = 1 , . . . , n . Functions d k and r k describe the density-dependent

fficiency of predation of, respectively, phyto- and zooplankton by

he species at the k th trophic level, coefficients q k describe the pre-

ation pressure on the k th level from higher predators, κk is the

ood utilization efficiency at the k th tropic level. All coefficients

re nonnegative; some of them can be zero to account for bio-

ogical traits and/or food preference. For instance, large fish like

una (which constitutes the (n − 1) th level of the food chain) is

nlikely to feed on phytoplankton, hence d n −1 (P ) ≡ 0 . Note that

odel ( 28 )–( 33 ) describes a food web rather than a food chain,

ecause it takes into account intra-guild predation. 

System ( 28 )–( 33 ) is apparently very complicated. However, in

ase the focus is on its plankton-oxygen subsystem, it can be

reatly simplified, importantly, without loosing the mathematical

igor. More specifically, we note that, by omitting certain terms in

he right-hand side, we can construct an upper bound . Consider, for

nstance, Eq. (28) : 

dc 

dt 
= A (I) f (c) P − u r (c, P ) − v r (c, Z) −

n ∑ 

k =1 

f r,k (c, F k ) − mc 

≤ A (I) f (c) P − u r (c, P ) − v r (c, Z) − mc 

≤ Ā f (c) P − u r (c, P ) − v r (c, Z) − mc, (34) 

here we additionally took into account that, since for biological

easons A ( I ) is obviously a bounded function, there exists Ā such as

 (I) ≤ Ā for any light intensity I . 

Similarly, for Eq. (27) we obtain: 

dZ 

dt 
= κ0 e (P, Z) − j 0 (Z) Z −

n ∑ 

k =1 

r k (Z ) F k ≤ κ0 e (P, Z ) − j 0 (Z) Z. 

(35) 

In the equation for the phytoplankton growth, we addition-

lly take into account that, for biological reasons function ψ
s bounded from above; therefore, there exists ψ̄ (c) such as

(c, N) ≤ ψ̄ (c) for any N and c . For instance, as ψ( N ) is usu-

lly a monotonously increasing function ( Franks, 2002 ), one can

ake ψ̄ (c) = lim N→∞ 

ψ(c, N) . Also, similarly to the above, φ( I ) is

 bounded function, so that there is φ̄ such as φ(I) ≤ φ̄ for any I .

or Eq. (30) , we then obtain: 

dP 

dt 
= φ(I) ψ(c, N) P − e (P, Z) − i (P ) P −

n ∑ 

k =1 

d k (P ) F k 

≤ φ(I) ψ(c, N) P − e (P, Z) − i (P ) P 

≤ φ̄ψ̄ (c) P − e (P, Z) − i (P ) P. (36) 

e notice that, as a result, the dependence of nutrient concentra-

ion has disappeared from the right-hand side of (36) . 

Let us now consider the system ( 28 )–( 33 ) where the right-hand

ide of Eqs. (28), ( 30 ) and ( 31 ) is changed to their respective upper
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bound as given by inequalities ( 34 )–( 36 ): 

dc 

dt 
= Ā f (c) P − u r (c, P ) − v r (c, Z) − mc, (37)

dN 

dt 
= −φ(I) ψ(c, N) P + (1 − κ) e (P, Z) + i (P ) P + j 0 (Z) Z 

+ 

n ∑ 

k =1 

j k (F k ) F k , (38)

dP 

dt 
= ( ̄φψ̄ (c) − i (P )) P − e (P, Z) , (39)

dZ 

dt 
= κ0 e (P, Z) − j 0 (Z) Z, (40)

dF 1 
dt 

= κ1 ,P (c) d 1 (P ) F 1 + κ1 ,Z r 1 (P ) F 1 − j 1 (F 1 ) F 1 −
n ∑ 

k =2 

q k (F 1 ) F k , (41)

. . . 

dF n 

dt 
= 

[ 

n −1 ∑ 

k =1 

κn,k (c) q k (F k ) 

] 

F n − j n (F n ) F n . 
(42)

System ( 37 )–( 42 ) does not necessarily possess an immediate bio-

logical meaning as such, because the balance of the mass flows is

now broken. However, it appears to be an important mathemati-

cal tool to provide information about the biologically meaningful

system ( 28 )–( 33 ). Namely, by virtue of the comparison principle for

ordinary differential equations, e.g. see Halil (2002) , the solution of

system ( 37 )–( 42 ) is an upper bound for the solution of the origi-

nal system ( 28 )–( 33 ). In particular, if the plankton as described by

the model ( 37 )–( 42 ) goes extinct and/or oxygen gets depleted, it

means that the extinction/depletion will necessarily happen in the

model ( 28 )–( 33 ). 

Next, we note that Eqs. (37) , (39) and (40) split off the system

( 37 )–( 42 ), because they do not contain variables F 1 , . . . , F n and N ,

and hence the sub-system consisting of Eqs. (37) , ( 39 ) and ( 40 ) can

be studied independently of the rest of system ( 37 )–( 42 ). 

Finally, we observe that this sub-system effectively coincide

with our system ( 2 )–( 4 ) (subject to the obvious change of nota-

tions). Therefore, we conclude that, by virtue of the comparison

principle the solution of the system ( 2–4 ) provides an upper bound

for the plankton density and oxygen concentration given by the

system ( 28 )–( 33 ). Whenever species extinction/oxygen depletion

happens in system ( 2 )–( 4 ), it necessarily happen in system ( 28 )–

( 33 ). 

In conclusion, we mention that the system ( 28 )–( 33 ) is not the

only case where the conceptual system ( 2 )–( 4 ) works as the upper

bound. One could readily think about its extensions (for instance to

include different types of nutrients) that would still be bounded by

system ( 2 )–( 4 ). Even more importantly, we mention that the spa-

tially explicit system ( 21 )–( 23 ) works as an upper bound for the

corresponding spatial extension of the system ( 28 )–( 33 ) to include

the turbulent diffusion. By virtue of the comparison principle (the-

orem) for nonlinear PDEs ( Protter and Weinberger, 1984; Volpert

and Khudyaev, 1985 ), the solution of system ( 21 )–( 23 ) gives an up-

per bound for the solution of the spatial extention of system ( 28 )–

( 33 ) and plankton extinction/oxygen depletion in the system ( 21 )–

( 23 ) necessarily means the extinction/depletion in the spatial food

web model. 
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