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Recall: Inference Over Time
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Inference Over Time
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• Hints are helpful when you read them
• How to estimate whether user is reading 

hints?

A Closer Look:
Value of Offering Hints
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Image taken from MasterCluster.software



• If you read hints:
– Time hint box stays opened is about your average reading 

time for the sentence displayed
• If you don’t read hints:
– Time hint box stays opened is very short or very long 

(relative to average reading time)

• If you read this hint, you’ll probably read the next 
hint; and vice versa

Model Intuitions
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Pr(TimeOpen | Read)

Pr(Readt | Readt–1)



• Read = false, true
– User is either going to read hints or not

• TimeOpen:
– Too short = hint box closed soon after popped up
– Too long = hint box left opened and ignored
– On task = hint box is being read and closed when done

• Model so far:

Defining Model Variables
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• Read = false, true
– User is either going to read hints or not

• TimeOpen:
– Too short = hint box closed soon after popped up
– Too long = hint box left opened and ignored
– On task = hint box is being read and closed when done

• Model so far:
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• Pr(TimeOpen | Read )
– If you read hints: Time hint box stays opened is about your 

average reading time for the sentence displayed
– If you don’t read hints: Time hint box stays opened is very 

short or very long (relative to average reading time)
• Model so far:

Defining Observation Function
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• Pr(TimeOpen | Read )

– If you read hints: Time hint box stays opened is about your 

average reading time for the sentence displayed

– If you don’t read hints: Time hint box stays opened is very 

short or very long (relative to average reading time)

• Model so far:

Defining Observation Function
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• Pr(TimeOpen | Read )

– If you read hints: Time hint box stays opened is about your 

average reading time for the sentence displayed

– If you don’t read hints: Time hint box stays opened is very 

short or very long (relative to average reading time)

• Model so far:

Defining Observation Function
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• Pr(Readt | Readt–1 )
– If you read this hint, you’ll probably read the next hint; and 

vice versa
• Model so far:

Defining Transition Function
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• Pr(Readt | Readt–1 )
– If you this hint, you’ll probably read the next hint, and vice 

versa
• Model so far:

Defining Transition Function
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• Pr( Read )
– How likely is the average user to read hints?

• Model so far:

Defining Prior Distribution
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• Pr( Read )

– How likely is the average user to read hints?

– No information: assign uniform distribution

• Model so far:

Defining Prior Distribution
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• Inferring whether user reads hints:

Recap Model
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Implementation in BNT/Matlab
• Use editor to save scripts into .m files
• Easier to re-run scripts
• Can also define functions

• Example, inside mk_hints.m:
function DBN = mk_hints
. . .
DBN = . . . % whatever you intend to return

• Later, at the prompt:
>> myDbn = mk_hints;
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Inside mk_hints.m

22

TO

R

TO

R



Inside mk_hints.m

23

TO

R

TO

R



Inside mk_hints.m
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Inside mk_hints.m
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Inside mk_hints.m (cont.)
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Last step to creating the DBN structure
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Simulation Setup
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Simulation Setup
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Simulation Setup
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Simulation Interaction
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Separate File: sim_hints.m
% setup inference process
%
% sample series of evidence in advance, say 10
%
% t=0: prRead is 0.5 according to our model
%
% t=1: 
%      enter first piece of evidence
%      update belief by computing marginal prRead
%
% for t=2 to t=T:
%      enter evidence at t
%      update belief by computing marginal prRead
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Inside sim_hints.m
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% setup inference process



Inside sim_hints.m
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% sample series of evidence in advance, say 10
Case 1:
Random evidence

Case 2:
Fixed evidence

Case 3:
Controlled randomness

Recall: TimeOpen has 3 values



Inside sim_hints.m
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Inside sim_hints.m
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Inside sim_hints.m
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% t=0: prRead is 0.5 according to our model
Setup

Get prRead from model

Plot it



Inside sim_hints.m
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% t=1: 
%      enter first piece of evidence
%      update belief by computing marginal prRead

Update belief

Get prRead from model

Plot it



Inside sim_hints.m
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% for t=2 to t=T:
%      enter evidence at t
%      update belief by computing marginal prRead

Update belief

Get prRead from model

Plot it



Single Plot Results
Case 1: Random Evidence
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Single Plot Results
Case 2: Fixed Evidence

47
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Single Plot Results
Case 2: Fixed Evidence
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All values = 1 (too short) All values = 3 (too long)



Single Plot Results
Case 3: Controlled Randomness 
(Sampled Evidence from DBN)
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Simulation Interaction
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U(Action, Read)
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Compute Expected Utility
Inside get_meu_hints.m
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Modified Simulation: 
sim_hints_decision.m

% setup inference process
%
% sample series of evidence in advance, say 10
%
% t=0: 
%      prRead is 0.5 according to our model
%      get best action via expected utility computation
%
% t=1: 
%      enter first piece of evidence
%      update belief by computing marginal prRead
%      get best action via expected utility computation
%
% for t=2 to t=T:
%      enter evidence at t
%      update belief by computing marginal prRead
%      get best action via expected utility computation
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Inside sim_hints_decision.m

54



Inside sim_hints_decision.m
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% inference step
% plot belief



Inside sim_hints_decision.m
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% inference step
% plot belief

% plot EU



Inside sim_hints_decision.m (cont.)
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% inference step
% plot belief



Inside sim_hints_decision.m (cont.)
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Inside sim_hints_decision.m (cont.)
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% inference step



Inside sim_hints_decision.m (cont.)
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% inference step

% plot EU



Inside sim_hints_decision.m (cont.)
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% inference step

% plot EU

% plot belief



Single Plot Results
Case 1: Random Evidence
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Single Plot Results
Case 2: Fixed Evidence
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All values = 3 (too long)



Single Plot Results
Case 3: Controlled Randomness 
(Sampled Evidence from DBN)
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Given Read = 1 (false)



Overview of A5

• Step 1: download files to reproduce previous 
slides

• Step 2-3: adapt to new problem
– Instead of mk_hints.m, create your own file for 

the specified DBN
– Then adapt sim_hints.m (and associated files) to 

get it to work on your new DBN
– Then adapt sim_hints_decision.m (and associated 

files) to get it to work on your new model
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Key Ideas
• Simulation setup
– System:

• Encode inference model
• Algorithm to compute marginal distribution
• Decision making (compute expected utility)

– Simulated user 
• Encode model – sample evidence, respond to system action

• Average out results over many trials
– Properly understand general behaviour
– Typically: hundreds or thousands of trials
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